
Selecting Features for Paraphrasing Question Sentences

Noriko Tomuro and Steven L� Lytinen

DePaul University

School of Computer Science� Telecommunications and Information Systems

��� S� Wabash Ave�

Chicago� IL ����� U�S�A�

ftomuro�lytineng�cs�depaul�edu

Abstract

In this paper� we investigate several
schemes for selecting features which are
useful for automatically classifying ques�
tions by their question type� We repre�
sent questions as a set of features� and
compare the performance of the C���
machine learning algorithm using the dif�
ferent representations� Experimental re�
sults show a high accuracy rate in cat�
egorizing question types using a scheme
based on NLP techniques as compared to
a scheme based on IR techniques� The
ultimate goal of this research is to use
question type classi�cation in order to
help identify whether or not two ques�
tions are paraphrases of each other� We
hypothesize that the identi�cation of fea�
tures which help identify question type
will be useful in the generation of ques�
tion paraphrases as well�

� Introduction

In recent years� techniques for paraphrasing have
received much attention in Natural Language Pro�
cessing �NLP�� particularly in the area of text
summarization and NL generation �e�g� �McKe�
own et al�� 	


��� In simple sentence paraphras�
ing �without reducing the sentence length�� restat�
ing a declarative sentence into another sentence
can be done by applying some general transfor�
mation patterns at the surface level� Those trans�
formation patterns include lexical substitution by
synonyms at word level� passivization� verb al�
ternations �Levin� 	

��� and denominalization at
sentence level� On the other hand� paraphrasing
a question is more di�cult than a declarative sen�
tence� because interrogative words �e�g� 
how� in
the question 
How do I clean teapots��� carry a
meaning of their own� which is subject to para�
phrasing in addition to the rest of the sentence
�
�do� I clean teapots��� Moreover� paraphrasing

the question part sometimes results in signi�cant
changes in the structure and words used in the
original question� For example� 
How can I clean
teapots�� can be paraphrased as �among others��

� 
In what way can we clean teapots��
� 
What do I have to do to clean teapots��
� 
What is the best way to clean teapots��
� 
What method is used for cleaning teapots��
� 
How do I go about cleaning teapots��

Thus� with an additional element� questions re�
quire more �exible and complex paraphrasing pat�
terns�
There are several interesting characteristics in

the paraphrasing patterns of questions� First�
they involve non�content words� consisting of
many closed class words and some open class
words� Second� those patterns seem to hold across
paraphrases of the same question type� Third�
there are some known� almost idiosyncratic pat�
terns �e�g� 
in what way�� 
what should I do to���
but there are also in�nitely many others without
�xed expressions�
This paper investigates several schemes for se�

lecting features from questions in order to clas�
sify them by question type� The ultimate goal
of this research is to improve our ability to iden�
tify whether or not two questions are paraphrases
of each other� We examined three feature selec�
tion schemes� one based on Gain Ratio �Quinlan�
	

��� an information�theoretic metric often used
in Text Categorization� another based on words
that appeared in particular kinds of phrases in
a sentence� and �nally one based on manual se�
lection� In our experiment� we chose �� ques�
tions of various question types from Usenet Fre�
quently Asked Questions �FAQs�� and collected
paraphrases of those questions from a wide au�
dience� Then we represented those paraphrases
using the three sets of features� and compared
their classi�cation errors made by C��� �Quinlan�
	

��� a decision tree classi�cation system� The
results we obtained showed a high accuracy rate in
categorizing question types using a scheme based



Figure 	� User question entered as a natural lan�
guage query to FAQFinder

on NLP techniques as compared to a scheme based
on IR techniques�
Although our work here is essentially to derive

features for recognizing �rather than generating�
paraphrases of question sentences� selecting the
appropriate features for recognition is itself a dif�
�cult task� Investigation of such features or words
can discover where the meaning of the question
part is in a given sentence� and will help us de�
velop transformation patterns for automatic para�
phrasing of question sentences�
Motivation behind the work we present here is

to improve the retrieval accuracy of our system
called FAQFinder �Burke et al�� 	

�� Lytinen�
Tomuro� and Repede� ������ FAQFinder is a web�
based� natural language question�answering sys�
tem which uses Usenet FAQ �les to answer users�
questions� Figures 	 and � show FAQFinder�s I�O
behavior� First� the user enters a question in nat�
ural language� The system then searches the FAQ
�les for questions that are similar to the user�s�
Based on the results of the search� FAQFinder
displays � FAQ questions which are ranked the
highest by the system�s similarity measure� Thus�
FAQFinder�s task is to identify FAQ questions
which are the best paraphrases of the user�s ques�
tion�
To measure the similarity of the two ques�

tions� FAQFinder currently uses a combination of
Information Retrieval �IR� techniques �t�df and
cosine �Salton and McGill� 	
���� and linguis�
tic�semantic knowledge �WordNet �Miller� 	

����
We are planning to add question type in the simi�
larity measure and see how much it helps increase
the recall and precision of the retrieval perfor�

Figure �� The � best�matching FAQ questions

mance� Our work on question paraphrases here
is the �rst step in this direction�

� Question Types

In this work� we de�ned 	� question types below�

	� DEF �definition� �� PRC �procedure�

�� REF �reference� �� MNR �manner�

�� TME �time� 
� DEG �degree�

�� LOC �location� 	�� ATR �atrans�

�� ENT �entity� 		� INT �interval�

�� RSN �reason� 	�� YNQ �yes�no�

Although those types do not cover all possible
questions completely� they do seem to cover the
majority of questions entered in FAQFinder by
the users� Descriptive de�nitions and examples of
each type are found in the Appendix at the end
of this paper�

Our question types are intended to cover a
wide variety of questions� For that purpose� our
types are more general than those used in some
of the systems which competed in the Text Re�
trieval Evaluation Conference �TREC� Question�
Answering track �Voorhees� 	


�� Most sen�
tences given in the TREC Q�A track are trivial
pursuit type questions which ask for simple facts�
and would fall under our REF� TME� LOC and ENT

categories� On the other hand� FAQFinder is a
general Q�A system� therefore we need a compre�
hensive set of question types which cover a more
general class of questions�

Our question types are determined based on
the paraphrasing patterns� For instance� types
PRC and MNR both include �how� questions� such as

How should I store beer�� �PRC� and 
How did



the solar system form�� �MNR�� Even the mean�
ings of 
how� in these sentences are the same� 
In
what manner or way� �Webster�s Collegiate Dic�
tionary� sense 	 of 
how��� However� some of the
paraphrasing patterns for PRC questions do not
apply to MNR questions� For example�

� 
What did the solar system have to do to
form��

� 
What was the best way for the solar system
to form��

Also� we de�ned a type ATR �for ATRANS in Con�
ceptual Dependency �Schank� 	
���� as a special
case of PRC� An example question of this type
would be 
How can I get tickets for the Indy
������ Not only do ATR questions undergo the
paraphrasing patterns of PRC questions� they also
allow rephrasings which ask for the �source� loca�
tion or entity of the thing�s� being sought� for in�
stance� 
Where can I get tickets for the Indy �����
and 
Who sells tickets for the Indy ������ Those
ATR paraphrases in fact occurred very frequently
in the FAQ �les as well as in the FAQFinder
user logs� Thus� we determined that ATR ques�
tions constitute an important question type for
FAQFinder�

Notice that our categorization of questions is
not lexically based in the sense that the type of
a question cannot be predicted reliably by simply
looking at the �rst word� It seems that even the
notion of question phrase as a linguistic unit is
sometimes di�cult to specify� particularly for the
types MNR and INT�

� Features Selection Schemes

In our experiment� we selected a total of
�� questions from � FAQ categories�domains�
astronomy� copyright� gasoline� mutual�fund
and tea� Table 	 shows some of those sentences
along with their question types�

To obtain paraphrases� we created a web site
where users could enter paraphrases for any of
the �� questions� The site was made public
for two weeks� and a total of 	��� paraphrases
were entered� Then we inspected each entry
and discarded ill�formed ones �such as keywords
or boolean queries� and incorrect paraphrases�
This process left us with �	� correct paraphrases�
These examples constitute the base dataset for our
experiments� The breakdown of the number of ex�
amples in each FAQ category is shown in Table ��

Then� the example sentences were preprocessed
by assigning each word a part�of�speech category
using the Brill tagger �Brill� 	

��� and stemming
it to a base form�

Table �� No of sentences in each FAQ Category
FAQ Category No� of sentences
astro �	�
copyright 		�
gasoline 	��
mutual�fund ��
tea 	��
Total �	�

In our current work� features were taken from
the �stemmed� words in the example questions�
which consisted of ��� unique words� We exam�
ined three feature selection schemes� �	� by us�
ing Gain Ratio �Quinlan� 	

��� ��� by choosing
words that appeared in some particular kinds of
phrases� and ��� by manual selection� The �rst
two schemes are automatic methods� Gain Ratio
is an information�theoretic metric which has been
frequently used in Text Categorization tasks� thus
the �rst scheme essentially represents an �IR� ap�
proach� The second scheme analyzes the structure
of each question and focuses on words in speci�c
phrases� thus it represents an NLP approach� By
comparing the performance of the three schemes�
we will be able to see if NLP techniques have ad�
vantages over bag�of�words IR techniques� as well
as any potential issues and di�culties in applying
automatic techniques to question type identi�ca�
tion�

��� Scheme ���� Gain Ratio

Gain Ratio �GR� is a metric often used in clas�
si�cation systems �notably in the C��� decision�
tree classi�er �Quinlan� 	

��� for measuring how
well a feature predicts the categories of the exam�
ples� GR is a normalized version of another metric
called Information Gain �IG�� which measures the
informativeness of a feature by the number of bits
required to encode the examples if they are par�
titioned into two sets� based on the presence or
absence of the feature��

Let C denote the set of categories c�� ��� cm for
which the examples are classi�ed �i�e�� target cat�
egories�� Given a collection of examples S� the
Gain Ratio of a feature A� GR�S�A�� is de�ned
as�

GR�S�A� �
IG�S�A�

SI�S�A�

where IG�S�A� is the Information Gain de�ned

�The description of Information Gain here is for bi�
nary partitioning� Information Gain can also be gen�
eralized to m�way partitioning� for all m �� ��



Table 	� Examples of the original FAQ questions
Question Type Question

DEF �What does �reactivity� of emissions mean��
REF �What do mutual funds invest in��
TME �What dates are important when investing in mutual funds��
ENT �Who invented Octane Ratings��
RSN �Why does the Moon always show the same face to the Earth��
PRC �How can I get rid of a ca	eine habit��
MNR �How did the solar system form��
ATR �Where can I get British tea in the United States��
INT �When will the sun die��
YNQ �Is the Moon moving away from the Earth��

to be�

IG
S�A� � �
P

m

i��
Pr
ci� log�Pr
ci�

�Pr
A�
P

m

i��
Pr
cijA� log�Pr
cijA�
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i��
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cijA� log�Pr
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and SI�S�A� is the Splitting Information de�ned
to be�

SI
S�A� � �Pr
A� log�Pr
A�� Pr
A� log�Pr
A�

Then� features which yield high GR values are
good predictors� In previous work in text cate�
gorization� GR �or IG� has been shown to be one
of the most e�ective methods for reducing dimen�
sions �i�e�� words to represent each text� �Yang
and Pedersen� 	

�� Spitters� ������
However� in applying GR to our problem of

question type classi�cation� there was an impor�
tant issue to consider� how to distinguish content
words from non�content words� This issue arose
from the uneven distribution of the question types
among the �ve FAQ domains chosen� Since not all
question types were represented in every domain�
if we chose the question types as the target cate�
gories� features which yield high GR values might
include some domain�speci�c words� For example�
the word 
sun� yielded a high score for predicting
the question type �INT�� because it only appeared
in the questions of that type� Such a content word
would not make a good predictor when the classi�
�er was applied to other domains� In e�ect� good
predictors for our purpose are words which pre�
dict question types very well� but do not predict
domains �i�e�� non�content words�� Therefore� we
de�ned the GR score of a word to be the combina�
tion of two values� the GR value if the target cat�
egories were question types� minus the GR value
if the target categories were domains�
The modi�ed GR measure was applied to all

��� words in the example questions� and the top
��� words were selected as the feature set�

��� Scheme ���� Phrases

For the second scheme� we �rst applied a pattern�
based phrase extraction algorithm to each ques�

tion sentence� and extracted three phrases� WH
phrase �WHP�� subject noun phrase �NP� and
main verb �V�� AWHP consisted of all words from
the beginning of the sentence up to and including
the auxiliary� and NP and V were taken in the
usual way� For example� in the question 
How can
I clean teapots��� extracted phrases were 
How
can� �WHP�� 
I� �NP�� and 
clean� �V�� In the
current work� object NP�s were not considered in
the extraction patterns� since most words in ob�
ject nouns seemed to be content words� A total of
��
 unique words were selected by this scheme�

��� Scheme ���� Manual Selection

For the third scheme� we manually selected a set
of 
� words which seemed to predict question
types� All words in this set were non�content
words� and they were a mixture of closed�class
words including interrogatives� modals and pro�
nouns� and domain�indepenent words including
common nouns �e�g� 
reason�� 
e�ect�� 
way���
verbs �e�g� 
do�� 
have�� 
get�� 
�nd��� adjec�
tives �e�g� 
long�� 
far��� and prepositions �e�g�

in�� 
for�� 
at���

� Results

��� Training Set

To compare the di�erent feature selection
schemes� we created a dataset for each scheme by
representing each example sentence in the �	� ex�
amples by a vector of length n� where n is the size
of the respective feature set used� Values in a vec�
tor were binary �� or 	�� indicating the presence
or absence of the feature�word�
To test the classi�cation accuracy� we used a

decision�tree supervised learning algorithm called
C��� �the commercial version of C���� available at
http���www�rulequest�com� on each dataset�� Ta�

�In our preliminary experiment� we also used
a k�nearest neighbor 
KNN� algorithm 
Cost and
Salzberg� 
����� The results we obtained from the
two algorithms were very similar� thus we only used



Table �� Classi�cation error rates on the �rst
question dataset

Scheme �words Error
Gain Ratio ��� 	��

Phrases ��
 ���
Manual 
� 	���
All ��� ���
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Figure �� Error rates by various feature set sizes
on the �rst question dataset

ble � shows the results� Each dataset was run us�
ing ��fold cross�validation� The �gures given are
average error rates of � runs� As you can see� the
overall best performance was achieved using the
Phrases scheme� which yielded a ���� error rate�
This �gure is extremely low �indicating a very
high classi�cation accuracy�� considering the base�
line error rate for 	��way classi�cation �by pure
chance� would be 
	��� �� 		�	��� As a note� we
also ran a separate test using all ��� features� and
the error rate was ����� This means that words
selected by the Phrases scheme achieved a com�
parable accuracy by using only half of the words�
This result indicated that the NLP techniques had
strong advantages over the IR techniques for ques�
tion type identi�cation�
In order to further examine the three schemes�

for each scheme� we gradually reduced the size of
the feature set� and observed how the error rates
degraded� Features in the Gain Ratio scheme
were divided into � subsets by taking the top ���
�the original set�� 	�� and 
� features according
to the GR scores� Features in the Phrases scheme
were also divided into � subsets by decreasing the
scope of the phrases� fromWHP NP V �the orig�
inal set� ��
 words� to WHP NP �	�� words� to

C��� in this work�

WHP only ��� words�� For features in the Manual
scheme� we restricted the set in a similar way�
from the original 
� words� we created the �rst
subset ��� words� by removing verbs� and then
the second subset ��� words� by removing nouns
and adjectives from the �rst subset�
Figure � shows the result� As you can see�

the error rates of the Phrases were the same for
WHP NP V and WHP NP� This means that
the feature set could be further reduced to 	��
words� and would still achieve the same� very low
error rate�� This would make a ��� reduction
from the original ��� unique words �	������ �
���� On the other hand� the error rates of the
Gain Ratio were consistently higher than those
of Phrases� giving a further support for the e�ec�
tiveness of the NLP techniques over the IR tech�
niques� As for the Manual scheme� the error rate
by the full 
� word set was comparable to the er�
ror by the �� word set �WHP� of the Phrases

scheme� indicating that manual feature selection
was no worse than the NLP techniques�

��� Test Sets

To see how well the selected feature sets would ap�
ply to other questions and domains� we also tested
� additional sets of questions�

	� tq� ! 	�� additional questions from the same
FAQ �les as the original �� questions�

�� tq� ! ��� questions from other domains
typed by FAQFinder users� taken from the
FAQFinder server logs�

For each new test set� we constructed a C���
decision tree using the original dataset �of �	�
questions� for each of the � selection schemes with
varying feature set sizes� and measured their clas�
si�cation error rates on the new test sets�
Figure � and � show the results for the tq� and

tq� respectively� As you see� error rates on both
datasets were much higher than those on the �rst
dataset for the Gain Ratio and Phrases schemes�
around ��� on tq	 and ��� on tq�� Also for those
schemes� error rates did not decrease even after
more features were considered� This indicates that
the automatic selection methods� based on IR or
NLP techniques� were not successful in identify�
ing important non�content words in the training
set� Indeed� by inspecting the decision rules in�
duced by C���� we discovered that words used in

�Note that� although this result seems to imply the
verbs in the Phrases feature set did not contribute to
the overall performance� we ran a separate test with
words in WHP�V� and con�rmed that the verbs did
help decrease the error rate as well�
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Figure �� Error rates on the tq� testset

the rules contained many domain�speci�c content
words such as 
patent�� 
planet� and 
ca�eine��

On the other hand� the Manual scheme showed
signi�cantly lower error rates than the automatic
schemes on the tq	 testset� In particular� when
the full 
� words were used� the error rate was
���� which is comparable to the error on the
training set �	������ However on tq�� errors were
only slightly less ����� than the other schemes�
This indicates that the manually selected words
transferred to other questions in the same domains
very well� but not to questions in other domains�
From those results on external testsets� we see
that it is quite di�cult to derive a broad�coverage�
scalable feature set for question type classi�cation�
whether it is done automatically or manually�

Lastly� one interesting observation was that the
error rates of the Manual scheme decreased mono�
tonically as the number of features increased on
both training set and test sets� This means that
all words in the set were critical in determining
the question types� Thus� we can see that in gen�
eral the semantics of a question is made of non�
content words of various part�of�speech categories�
including interrogatives� nouns� verbs and adjec�
tives� therefore we must consider all such words in
order to correctly identify question types�

� Related Work

In recent years� question types have been used
in several Question�Answering systems� Among
them� systems which competed in the TREC��
and 
 Q�A track used question types to identify
the kind of entity being asked� Due to the na�
ture of the task �which is to extract a short� spe�
ci�c answer to the question�� their categories were
strongly tied to the answer types� such as PERSON�
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Figure �� Error rates on the tq� testset

MONEY and PERCENTAGE� The type of a question is
typically identi�ed by �rst breaking the sentence
into phrases� and then looking at either the inter�
rogative word and the semantic class of the head
noun �Abney� Collins� and Singhal� ����� Cardie
et al�� ����� Harabagiu et al�� ������ or apply�
ing question patterns or templates �Hovy et al��
���	�� In our work� we consider verbs and other
part�of�speech categories as well as head nouns
�taken from the original ��� unique words� in all
schemes� As we discussed in the previous section�
those additional words could make signi�cant con�
tributions in identifying question types for general
question sentences�

As for paraphrasing questions� AskJeeves
�http���www�askjeeves�com� utilizes question tem�
plates to transform user questions into more spe�
ci�c ones �for more accurate answer retrieval�� For
instance� a question 
How can I �nd out about
sailing�� is matched with a template 
Where can
I �nd a directory of information related to X���
and X is instantiated with a list of choices �in
this case� 
boat� as the �rst choice�� However�
their templates are prede�ned and the coverage
is limited� thus the system quite often retrieves
incorrect templates� For example� a user ques�
tion 
How can I get tickets for the Indy �����
is matched with a template 
Who won the Indy
��� in X �	

	���� Among the TREC Q�A sys�
tems� �Harabagiu et al�� ����� applies reformu�
lation rules to a question� and expands the open�
class words in the question by their synonyms and
hypernyms using WordNet �Miller� 	

���

As for the schemes for selecting features from
questions� �Agichtei� Lawrence� and Gravano�
���	� describes a method which learns phrase fea�
tures for classifying questions into question types�



Their method looks for common sequences of
words �i�e�� n�grams� anchored at the beginning
of a sentence� and extracts sequences which occur
more than some number of times in the training
set� However� the n�gram method can extract id�
iosyncratic patterns� but it does not apply directly
to questions without �xed expressions�

� Conclusions and Future Work

In this paper� we have shown that NLP techniques
are more e�ective than IR techniques in question
type identi�cation� but it is still very challeng�
ing to derive schemes for selecting features which
generalize to broad domains from sample ques�
tions� Automatic categorization of question type
is potentially quite useful in paraphrasing ques�
tions� or in identifying whether or not two ques�
tions are paraphrases of each other� We are cur�
rently adding the matching of question type to
the other metrics which are used in FAQFinder to
compute similarity between user and FAQ ques�
tions� Preliminary results show that the use of
this additional information indeed improves the
system�s performance�
We are planning to apply our selection schemes

to TREC�� and 
 data� and compare results to
other systems� in particular to those which used
question templates �Hovy et al�� ���	� Harabagiu
et al�� ������ We also plan to investigate ways to
learn question features� We would like to extend
the n�gram method used in �Agichtei� Lawrence�
and Gravano� ���	� by including collocational in�
formation �Wiebe� McKeever� and Bruce� 	

���
Finally� we would like to investigate incorpo�

rating the use of semantic information into ques�
tion classi�cation� In the current work� we used
�stemmed� words as features� We can certainly
experiment with semantic classes instead� by us�
ing a general lexical resource such as WordNet�
The use of semantic classes has two major advan�
tages� �rst� it reduces the number of features in
the feature set� and second� it can make the fea�
ture set scalable to a wide range of domains� We
believe the semantics of the words will greatly as�
sist in question classi�cation for general question�
answering systems�
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Appendix� The �� Question Types

	� DEF �definition� ! question which asks for
a de�nition of something� This type in�
cludes typical �what�is�are� questions as well
as questions which ask for descriptive de�ni�
tions by �what does X do� and �how does X
work��
� 
What is CORBA��
� 
How does RMI work��

�� REF �reference� ! question which asks for
a simple reference� typically a fact� Fill�in�
the�blank questions using �what� or �which�
�excluding �who�� �where� and �when���
� 
What are the numbers for the U�S� Copy�
right O�ce��
� 
Which are good races to speculate at��

�� TME �time� ! question which asks for a sim�
ple reference to a time in general� This type
excludes questions of type 		 INT�
� 
When is the new moon��
� 
What years are leap years��

�� LOC �location� ! question which asks for a
simple reference to a location in general� This
type excludes questions of type 	� ATR�
� 
Where is Sam Adams beer made��
� 
What places should we visit in Italy��

�� ENT �entity� ! question which asks for a
simple reference to an entity in general� This
type excludes questions of type 	� ATR�
� 
Who created Mr� Bill��
� 
Which companies have ftp sites��

�� RSN �reason� ! question which asks for a
reason� causation or goal�
� 
Why did John go to New York��
� 
What causes migraine headache��

�� PRC �procedure� ! question which asks for
a procedure involved in an action� �How�to�
questions� Answers to this type of questions
are prescriptive and�or instructional �as com�
pared to question type � MNR��
� 
How should I store beer��
� 
What should I do to prepare for a law
school��

�� MNR �manner� ! question which ask for a
manner of an action� Answers to this type
of questions are descriptive�
� 
How do I deal with cursed items��
� 
How did the solar system form��
� 
What is the e�ect of altitude��
� 
What happens if I replace the crystal��


� DEG �degree� ! question which ask for a de�
gree or extent� Most �How adj�adv� ques�
tions� including �how�many� and �how�much��
� 
How accurate is my meter��
� 
How much protein is in an egg��
� 
What percentage of children are vacci�
nated��

	�� ATR �atrans� ! question which ask for a
procedure ��how�to�� for obtaining something
�physical object or information�� Special case
of PRC �type �� and LOC �type �� or ENT �type
��� Questions of this type can be rephrased by
asking the location ��where�� or entity ��who��
of the source or destination�
� 
How can I get tickets for the Indy �����
� 
Where can I �nd out about sailing��
� 
Who sells brand X equipment��
� 
Which vendors are licensing OpenGL��

		� INT �interval� ! question which asks for a
degree �DEG� that embodies the notion of
interval of time� Special case of DEG �type 
�
and TME �type ��� Questions of this type can
be rephrased by asking for the time ��when��
of the end points�
� 
How long do negative items stay on my
credit report��
� 
When will we run out of crude oil��

	�� YNQ �yes�no� ! yes�no question�
� 
Did John go to New York��


